**Програмові вимоги з дисципліни**

**«Програмування паралельних та розподілених обчислень»**

1. Основи паралельних обчислень. Загальні поняття та визначення.
2. Задачі для розподілених обчислень.
3. Тенденції розвитку програмного забезпечення паралельних та розподілених обчислювальних систем.
4. Принципи побудови розподілених обчислювальних систем, системи із спільною та розподіленою пам’яттю.
5. Системи симетричної мультиобробки (SMP).
6. Масово-паралельні системи (МРР).
7. Метакомп’ютерні системи.
8. Кластерні системи. GRID-технології.
9. Топології розподілених комп’ютерних систем
10. Характеристики мережевих топологій.
11. Визначення та особливості паралельного алгоритму.
12. Потоки та процеси.
13. Опис паралельних алгоритмів з допомогою графів.
14. Модель обчислень у вигляді графа "операції-операнди".
15. Показники ефективності паралельних та розподілених алгоритмів.
16. Оцінка максимально можливого паралелізму.
17. Моделювання паралельного алгоритму для задачі обчислення часткових сум.
18. Етапи розробки паралельних алгоритмів.
19. Розподіл алгоритмів на незалежні частини.
20. Виділення інформаційних залежностей паралельного алгоритму. Масштабування набору підзадач.
21. Розподіл підзадач між процесорами.
22. Основи паралельного програмування засобами МРІ
23. Поняття паралельної програми, загальна структура МРІ-програми.
24. Комунікатори. Типи даних. Ініціалізація та завершення МРІ-програми.
25. Визначення кількості та рангу процесів МРІ-програм.
26. Утиліти для організації паралельних обчислень з використанням МРІ.
27. Операції передавання даних та керування процесами в МРІ
28. Види обміну даними в МРІ.
29. Функції і режими попарного передавання інформації.
30. Колективний обмін повідомлення.
31. Редукція і розподіл інформації.
32. Функції узагальненого обміну даними.
33. Порівняння ефективності передавання в різних режимах.
34. Визначення і створення віртуальної топології.
35. Керування групами і комунікаторами процесів
36. Реалізація типових паралельних алгоритмів в розподілених системах.
37. Алгоритми матрично-векторного множення. Принципи розпаралелення. Розподіл даних по стовбцях і рядках матриці. Розподіл даних по блоках.
38. Паралельні алгоритми сортування.
39. Алгоритми «бульбашки» та парно-непарної перестановки.
40. Сортування Шелла
41. Метод швидкого сортування.
42. Масштабування і розподіл задач сортування даних по процесорах. Аналіз ефективності.
43. Алгоритм обробки графів Прима. Принципи розпаралелення
44. Алгоритм обробки графів Дейкстри. Принципи розпаралелення
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