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General overview of the problem

▪ Relevance of the topic

Sound source separation is a critical challenge in 
various applications such as music production and 
speech recognition. Developing effective machine 
learning-based sound source separation systems using 
audio processing programs is essential to address this 
challenge.

▪ Main idea

Having recorded a polyphonic composition, we want to 
separate individual sound sources that present in it.

▪ Object of study

The audio signal processing using neural networks.

▪ Goal

Study of the application of convolutional neural 
networks to improve signal processing and improve the 
process of extracting individual sound sources from 
polyphonic compositions.

▪ Practical value

Solving the task is vital for media production. This 
technology simplifies audio and video editing, allowing 
independent sound component editing. It also could 
be used for enhancing speech clarity in 
telecommunications.



Methodologies and data 

description for sound separation



Short-time Fourier transform

▪ The STFT splits the audio signal into small 
time windows and calculates a spectrogram for 
each, showing the energy distribution across 
frequencies at different moments in time. This 
provides information about the frequencies 
present in the audio signal and how they 
change over time.

▪ This information is important because different 
instruments and voices can have different 
frequency responses.

▪ STFT is ideal for CNNs as it captures both time 
and frequency information simultaneously. 
This allows the CNN model to detect complex 
patterns in sound components, enhancing its 
ability to learn from the data.



Binary masks

▪ There exists a simple method for separating audio sources that uses binary masks. The basis 
of this method is the preliminary creation of masks for various sound sources.

▪ This method is simple, and has a number of drawbacks. It involves the use of pre-existing 
masks, which may not be very reliable, especially if the audio recording conditions change.

𝐵 = (𝑆 > 𝑇 ∗ 𝑀)



Convolutional Neural Networks

▪ Convolutional neural networks are effective in identifying 
and recognizing spatial patterns in input data. Their main 
idea is to use convolutions to extract important features 
from the input signal. This makes them particularly useful 
for image and audio processing where spatial structure is 
important.

▪ In cases of audio signal processing, CNNs can effectively 
recognize acoustic patterns and structures, providing the 
ability to automatically extract audio features.

▪ One of the strengths of CNNs is their ability to 
automatically extract hierarchical features from input 
data. However, they may be less efficient in cases where 
the temporal aspect of the input data is important.



Data for training

▪ For this task the MUSDB18 dataset was 
used. This dataset contains training and 
test data with a distribution of 100 and 50 
instances for each, respectively.

▪ Each composition contains a set of "stems" 
- which are separate audio tracks that 
represent 4 different sound sources, such 
as vocals, drums, bass and other 
instruments, as well as a stem with the pure 
overall mix for training.



Development of source separator



General problem

▪ This task consists in finding the necessary 

patterns of amplitude-frequency 

characteristics on the spectrogram of the 

general mix, highlighting these 

characteristics, and eliminating all that are 

not part of the source that needs to be 

isolated.

▪ With the use of CNN, it is planned to take 

frames of the total spectrogram that has 

513 amplitude values with width of 25 and a 

step of 1, to preserve the temporal context, 

and predict 513 amplitude values in the 

middle of this window.



Simplifying the problem

Without binary mask With binary mask



CNN Architecture

▪ This sound separation model is quite compact, as it 
consists of a small number of layers. The total number 
of parameters in this model is only 323,233.

▪ The model has four convolutional layers. Each layer 
has 32/16/64/16 3x3 filters respectively. 
Convolutional layers are designed to detect different 
features in the input data, which helps to recognize 
certain features of the audio signal.

▪ The network also contains LeakyReLU activation 
functions to introduce non-linearity.

▪ After every two convolutional layers, a MaxPool2d 
pooling layer is used to reduce the dimensionality of 
the data. This layer helps summarize information and 
reduces the number of parameters in the network.

▪ The model also has dropout layers that randomly turn 
off certain neurons during training for model 
regularization.



Vocal isolation

▪ The results show the prediction performance 
of the binary mask. The accuracy of 77.2% 
and 74.3% on the training and validation 
datasets, respectively, shows a good result, 
and the model itself can be continued to be 
trained further, since it still has the 
opportunity to learn. The results of the loss 
function are also small (0.153 and 0.174, 
respectively), which shows the model's 
confidence in its predicted results.

Vocal isolation Accuracy Loss (MSE)

Training 0.772 0.153

Validation 0.743 0.174



Drums isolation

▪ Neural network training for drums isolation 
proved to be less efficient compared to 
vocals, but with still good accuracy results of 
76.6% and 68.5% for the training and 
validation datasets, respectively. However, 
due to the specificity of the sound source, a 
limited number of redundant sounds were 
captured, including only the main ones for the 
given source.

Drums isolation Accuracy Loss (MSE)

Training 0.766 0.159

Validation 0.685 0.203



Bass isolation

▪ Bass Isolation showed high accuracy results of 
94.4% for the training and 93.9% for the 
validation data sets, with particular 
effectiveness in predicting the lower frequency 
range. However, limited effectiveness in 
working with the upper range was found. 
Despite this, its small effect on the original 
result is due to the fact that that the main 
acoustic events for this source are mainly 
located in the lower range.

Bass isolation Accuracy Loss (MSE)

Training 0.944 0.044

Validation 0.939 0.051



Other instruments isolation

▪ The prediction of other instruments showed 
similar results to the results of vocal isolation 
– 76.4% and 73.2%. The network was able to 
effectively predict the presence of other 
sources at specified time intervals. However, 
due to training on combined sources, the 
output is not optimal, although model coped 
with the task. This application can be effective 
for removing external sounds from the main 
mix that did not make it into the other 
sources.

Other instruments 

isolation

Accuracy Loss (MSE)

Training 0.764 0.158

Validation 0.732 0.179



Conclusion

▪ The research aimed to isolate various audio signal sources, such as vocals, 
drums, bass, and other components, using convolutional neural networks. The 
idea was to use a short-time Fourier transform to represent audio signals in the 
time-frequency domain and process the resulting spectrograms 
with convolutional neural networks to detected and separated different sound 
sources. The use of binary masks instead of a direct STFT was chosen to 
simplify the problem and introduce a hybrid approach combining elements of 
regression and classification.

▪ The model successfully isolated various audio signal sources 
using convolutional neural networks with good accuracy, demonstrating the 
effectiveness of this method. Through the usage of a STFT and binary masks, 
different sound sources were effectively detected and separated. The usage 
of CNNs enabled the identification of acoustic patterns and properties 
corresponding to different sound sources in the input mix spectrograms.
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